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B.Tech 6th Semester Exam., 2015

COMPUTER ARCHITECTURE

=3 ﬁi"re . 3 hours Full Marks : 70
g‘ I = ctions :
=5 "-.‘-5“"’
=t (q-g All questions carry equal marks.
e
% (n% There are NINE questions in this paper.
fiii) Attempt FIVE questions in all.
(iv) Question No. 1 is compulsory.

& o
o o) :
o E Chaose the correct option (any seven) :
= S
:::}; = (@) 'I‘he special memory used to store micro-
~ ; instructions of a computer is
o
g g (i) control table

() control memory

J# control unit
0 & .
= é’“ (iv) control space
& =)
= = (b) In zero-address instruction method, the
= = operands are stored in
y . . .
5 g ﬂ registers
=] Ji) accumulators

(i) stack

(iv) cache
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( 2 )
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(c) The di
is that .

- [ it is less flexib’e
5 @ cannot D€ used for complex
= instructions
= (@) it is costly
8 (ig) Both (i) and (8
5 (d) The number of successful accesses to

memory stated as fraction is called as

J " hit rate
?\— (@) miss rate
E- (i) success rate
:D;: (iv) access rate
h1 -
cfe) The addressing mode, where you directly
g specify the operand value is

r}lj/ immediate

(i) direct
(iii) definite
fiv) relative

To increase the speed of memory access 11

pipelining, we make use€ of
{i special memory locations
(i) special purpose registers
(i) cache

ﬁ‘-’] buffers
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The associatively mapped virtual memory

makes us€ of

4 LB

(9)

(i) page table
(iii) frame table
(iv) None of the above
() —— are used to interface between stages of
synchronous pipeline.
(i) Locks
ﬁ Latches
(@i} Interface control
fiv) None of the above
(i) refers to the maximum data transfer
rate.
_f) MIPS
(i) CPI
(i} Bandwidth
(iv) None of the above
0 — :
- I:lf:sr:ato til:xe :'orst case time delay for a
ge to
network. © transferred through the
() Latency
(i) Bandwidth
ﬁi) Worst-fit
. (iv) None of the above
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can parallelism be realized in

» fa) What is micro programmed con
trol . ow
f unitp 6. (@ B cessor system?

Explain the difference between hardwireq unipro

g control and mi & i i
é_. microprogrammed contro], :é- What is the basis for stmcrur_al classﬂ;:;hboi:
=3 _(b) Describe the organization and working o =3 () of parallﬁl computers? Explain UMA,
&t:}" microprogrammed control. E’ and COMA models.
b . ) ('} . X . s - HOW can it be
) (¢ Explain direct and indirect addressine 3 - 7. fa) What i pl!:ehnmg. "
= schemes. ' g 3 s /ﬂ implemented in a processor:
: ce matrices for
) Compare CISC and RISC archj What are the performan . e gres
# P Chitecture 4 pipelining? Discuss the issues in pipelining.
= - =
g_‘ X (@ W?:_ a:;c the functions of input/output g_ (@ Draw the diagram and show th%_
=2 e =  organization of SIMD array processor. ;:i"'
i,_‘,i ﬂfj What is DMA? Expla.i.n St6p~b}'-step workjng ﬁ @/ Define the following terms : =
o of DMA controller. e : ks 8
C < (i Broadcast and multicast networ =
= . 3 fiij Mesh versus Torus
S. (a) Assume a computer having 64-word RAM Kk

(I word = 16 bits) and cache memory of (i) Crossbar networ
£ 8 blocks (block size = 32 bits). Where can we £ Itinlication
é- find main memory location 25 in cache if p:v:' 9. (a) Show that SteP'?y 4step.thmu hpn -13)
= (i) associative mapping, (i) direct mapping o process. u.smg Booth's algorithm whe
g and (iii) two-way set associative mapping are E—-;" is multiplied by (+13).
g used? g {b) Evaluate the arithmetic statement
= (b) How can the cache memory and interleaved = X=A-B+C+*(D-E]

memory mechanisms be used to improve the using general registers with two address

overall processing speed of a computer instructions and three address instructions.

system?
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